# 基于LightGBM的多步时间序列预测架构深度研究与策略优化报告

在现代数据科学与预测分析领域，时间序列预测已成为决策支持系统的核心组成部分，广泛应用于金融市场分析、能源需求预测、供应链优化及宏观经济指标研判等关键领域 1。随着机器学习技术的演进，传统的统计学模型如自回归移动平均模型（ARIMA）在处理海量、非线性、高维特征数据时逐渐显露局限，而以LightGBM（Light Gradient Boosting Machine）为代表的梯度提升决策树（GBDT）框架，凭借其卓越的计算效率、内存优化以及处理非平稳数据的能力，已成为工业界处理时间序列任务的首选工具 3。
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## 多步预测策略的理论演进与分类架构

多步预测策略的选择直接决定了模型在不同预测深度下的准确性与稳健性。根据模型对预测界限的处理方式以及预测值之间的相互依赖关系，预测方法可归纳为单输出迭代法、独立并行法及其衍生的链式与联合优化法 8。

### 递归预测（Recursive Strategy）的内在机制与局限

递归策略，亦被称为迭代预测（Iterated Forecasting），其核心思想是训练一个单一的基模型 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAfCAYAAAA4AJfRAAABd0lEQVR4AeyUvytGURzGXz8SCyIlUgaSwcDChGQwKgb+C7OUFIsy+BNsBsogZTDIQCmDIiTZJJIfiUJ8nts9ir7fe0iZ3rfnc7/nPed53nvOec+9hbk/fPLhX27ev21YJROrhgJI9JM7V+BchE1YhzVQXy4W1l2mMPfALLRCNzRBNNyIaRgO4A5KYRtOIRpuw1QP57AKRdAP+qFouBOjtKvLd7LWXIy5BV5B06Z8lRUewfIOLzAE+pEtqvr2qFWQyAqvMFIHA/AEO9AM6uuj3kAiK/zMyAWUQBloytpd9d3y/VNWOAxqp9U+1MXCC2udHQS0zn2qKS+sc6zTdEnqDEx54RrctaC1XlFNeWEdS/0lx6QewJQXbk/d5slKx8zjGTbLPVlZ4bBZJ5iOwFWYdjmOcRiEhpQN6jW4CuFpHDMwBl2gR2+BmqkQlumRyxKMgt4eegho+grhCSxzoLfGPFVtnS6avkL4Hssk9MIyvEFUIRw1WoYPAAAA//8Aff/9AAAABklEQVQDANJmOz/8sW/rAAAAAElFTkSuQmCC) 用于单步预测，即 ![](data:image/png;base64,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) 8。在推理阶段，模型首先生成 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADIAAAAfCAYAAAClDZ5ZAAACKklEQVR4AeyWyytEURzHvfNeSHkrVsKCLCSlZGXFQspK8g/IxkaJLNjYWFlYYGWvLEiyUyzkUSwkG49S3uQRn28cZdxhMnNnzkx3+n7u78w95577+53zO+fchLgY+XmB2DaR3ox4M+LSCHip5dLA/rvbaJyRbKItgW9yCkQNm2iVBjYpFWe6YBtG4Zt8A0midgqWoAaCUQYP10I8BKMJHr6FO5iGUvgh30DyaNEAJ3AMwaiCh4dAAWH+rRGeLIcUGAZH+QZSRqsi2IULsEGXOHEOr+BXvoE00lLptYh9hKiRAunF27dPxrDSJBfdW8VmgvVSIPN4WQh1cAr7UA26147VQsPYLQUiR7W4c3BVi30Tuwe6p/ykaL8UiPGymYK2yjWs0grzp5R2BbRyIpf7OovysU71GrRk6kIiE4i2yHp6vIcNCFQ9NFz3wxz3W0DrzKnNCnWVEBKZQDQ6VfSolDrEBiptCjqgnGilkwXQeeJUr/dtUR8SmUC0uJUCO/Rq1kUx5Q5IhEAU0TYmEKWVHFnmovWhtdJPWd83vx5EtLFCJpAsvHkCpZWC6KSshaitmaIV0qAqa+RMOhdtNJgPmUBm+XsN+kDT4tT5Mcj/Z4i0BnBAWfKA7QNJKX9DQfdnsHEmEO1U5gBso0Kfy1dYGzSOE8oSf3RT/xWIyhr9MwpmsVMMShqxI3p4AddlZsSNFx3QqVIhLB+fbgZCHOGTF0j4xjqwN8XMjLwDAAD//9NnYzEAAAAGSURBVAMA3BpXP4jNrUcAAAAASUVORK5CYII=) 时刻的预测值 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAAcCAYAAAD815boAAAC3ElEQVR4AeyWWaiNURiGNyFjxiIzKYmEcqWMKaQoc+GCXIgS7hQ3FBJluFAuRCllSJErcyGEUjImIUMZckEK8TznnE9r7/69RXug9ul99vet9f/n/9+91rfW2s1z/8Ff3WS5Jqk+kvWRLNcIlOs5pWqyNy85BIOgpipmUoPHcTYGTsMQqJmyTPbDzSk4Co7iJuIxGAE1UZbJ/jjZCNvgGxyE5WA/ofrKMnkRG47cD2LIvhPRqHYsNNkeA53gn1KYbImrzfAA3sAeaAGhjiQuoK3EqitMLuXNnWEguGBmEntAaDTJFGgDVZcmu/HWGeAoOdWjyD/CFwhNIGkGF6Dq0qR16J74nLePhMFwHt6Bas2H28974j2ohLrw0MXguwj50uRTuvbBd5gHxsPEWN09yR3dJ8TXEBpPche6QzE5M9Z7seuW2RUuvoAlkK4Dmo3SZGOWy2nGaX1Ix30IWacauUrHBwhNJvELWhqkmVpAr+VEyJSD4al2JPNqU2dqcgB9vUAzb4khjVuP16KD6LRYAjfI09qlmSe/eF5HQeMT7Zgx0mylJl3dDvej5NYwYz3eor8t7IRL4Gq3PByF35nh9r9XavIlj/kMfcCRkxXk0yDq0euraK8Dp9opn0Pu/xIqo9SkI7WB13hOnyTehLWgLIG0Hi0B6zYtC3+MzObmlKG0p0PaN4l2qcXE5XylJq2N7Vz2dFlGnAj7QZ3xo4kogcu0S9Ujl8ujMOm0OVIeh774FY/vAHPBxaEh0gZZf8PIroMazocn0WOip1WKW1T87Iv+s9z3FVKVzMPkQu5yT+tKVE7HehK3j5XE2NhJc25JRuvUKZ5Kwy9GqIzC5B0efxu2gFvRAaLn9yxijBhpg6xFF8oiWqthL1gqhD/WDv7jGbifjiO6R7t3tiP/pTC5ix5/5FqTRn/xaPYc/YXydBhL525wlEtt5txSUmu42hdagbuJpTSf3P2T0KifAAAA//9HMqSWAAAABklEQVQDABxSgB4CGdy/AAAAAElFTkSuQmCC)，随后将该预测值作为已知的观测数据反馈至特征矩阵中，用于生成 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADIAAAAfCAYAAAClDZ5ZAAAC0ElEQVR4AeyWW4hNURjH97iOy0gTYdxSklsiuYvw5Ikk8aBIeeCBPBGllCLxwItLeeAJry6JJE+IRCgeJHdFLjMhl/j9Tmedzpy2M2fOmd0+M53p/zvruvde31rf963pFnWRv5oh1XaQtROpnUhCO1BzrYQ2tuzXdqYT6Y+Vk7MMpGylOEMGMGMB9IFqUD8WcRhewkW4CZ/gNoyDjAoN6UHvMbgCU6ESuYBpvKAOylVPHjwILryJchQMhj0wA27BTIgKDRlC5xx4Cy+gEo3n4d2gQRRlaSFPrYVeENb6nfo+uAy62A7K+jBIPaMx/A6HR/AR0tYUFtAXtsNiCNKYG9nGbMqmQkPm0al7XaL8AWnrAQv4BZ/hFeTrT7bhiTdoyAY6/mbxyKhGR/ix7zql2YIiFV3lq40wDO5BvvQc2yaB1xpyhpaBNJ3yHTwB05x9y6m3QJry+4XeMZIFLQV1kp8PGuJEg1vLDfa7DDwG+zxSqlUls+BGVjQWToCpuVXWWkSnkwwi3Ypmm9LtPPY4BvG0d9FQyrhxN830ynC7tILZBr/XxBbqxlDOEANmFp3f4A6UqvVMNJfHcZqxJWCcxY1fY2witEdzmXwUdsJmMHtRRDlD3J1J9OhSzyhLlUnBSyoOffg8L/I+iRv3e/cZL1VefGeZvAkOgFnLDGumbTRG6IsMbl3gIY0QFyOor4TuUIqSnDOBl7tp6yjPQXB9b/m9tHsHQ3Qr2pHpzkl1NLZBPWg5RWoazZePg/+WeFHnx9t8+n9CczCkgYYdupVGrKJtIJqaqaYmjbjA112wbvqGej66mtm1JRhyiglf4RAYnN4fu6hnMgJlWlrNh40liv/KuM4Fu5kqXIDLeGQNfIG0tZ8F6CHFcE7OEOZH7v57KiHYqVakZp5+Dr8hcQXXSuJDT3npVij894KujleShnT8aou8sWZIkc1JZajLnMg/AAAA///oMRzkAAAABklEQVQDANGNfz/fpnVFAAAAAElFTkSuQmCC) 时刻的预测，依此类推直至完成 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAfCAYAAADjuz3zAAABqklEQVR4AeyUTysFYRTGBwsiCRsLRXaskEQ2FkpigSxsLXwUH4LyZ6MUwoIiCysWivJfyoYlUiIs8Htu971m3nvGwiWpuT2/971zzpln5p45c/ODX/okxpnGJq34m1YMcdlZmDDoISYNs1h5xTrIBdbDOyexBCUwCn2wB2uwC9Ixywa4mm6+b4NqdL5pfEjBAtyCtM4yDstwA5JqFvUlzQr7DGRqrDsmH5SyNIG0yfIOvioJNIK0pSVMnHE1RQ3wBGdgqYZgLdzBKUQUZ1xPVQWcwCVYaiFYDKq5Zo8ozrgzXXXEfg++8gi0gbTP8gARWcbh/vZTPQcaozBTxDQtbEFWfwM+lrHr7yv5MZgHjVaYC2LlYPaXuDlurr8HFEyCRs9Ho1hAzuwvcdM45/5axvp57UrAV/PbSl4y+6uE3+MqgnXw7fnl3JR842aiOc0v56cUNi4jMgjSFcsL+FKNGzNNxrNf4I5lrJ7KRC+CMx6g4BFWoQi64A1U44xHONZITrPrhWH7lIx3OCwEJX16ieuu9CBV6+d1rAtk/UmpmHN/Xolxpqf/rxUfAAAA//+4/HH/AAAABklEQVQDAIQeYD8ReoLiAAAAAElFTkSuQmCC) 步预测 7。

从计算效率角度看，递归法极具优势，因为在整个预测生命周期中仅需维护一个模型，这显著降低了训练成本和内存占用 9。然而，这种方法存在严重的“误差传播”（Error Propagation）缺陷 8。由于 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAAcCAYAAAD815boAAAC3ElEQVR4AeyWWaiNURiGNyFjxiIzKYmEcqWMKaQoc+GCXIgS7hQ3FBJluFAuRCllSJErcyGEUjImIUMZckEK8TznnE9r7/69RXug9ul99vet9f/n/9+91rfW2s1z/8Ff3WS5Jqk+kvWRLNcIlOs5pWqyNy85BIOgpipmUoPHcTYGTsMQqJmyTPbDzSk4Co7iJuIxGAE1UZbJ/jjZCNvgGxyE5WA/ofrKMnkRG47cD2LIvhPRqHYsNNkeA53gn1KYbImrzfAA3sAeaAGhjiQuoK3EqitMLuXNnWEguGBmEntAaDTJFGgDVZcmu/HWGeAoOdWjyD/CFwhNIGkGF6Dq0qR16J74nLePhMFwHt6Bas2H28974j2ohLrw0MXguwj50uRTuvbBd5gHxsPEWN09yR3dJ8TXEBpPche6QzE5M9Z7seuW2RUuvoAlkK4Dmo3SZGOWy2nGaX1Ix30IWacauUrHBwhNJvELWhqkmVpAr+VEyJSD4al2JPNqU2dqcgB9vUAzb4khjVuP16KD6LRYAjfI09qlmSe/eF5HQeMT7Zgx0mylJl3dDvej5NYwYz3eor8t7IRL4Gq3PByF35nh9r9XavIlj/kMfcCRkxXk0yDq0euraK8Dp9opn0Pu/xIqo9SkI7WB13hOnyTehLWgLIG0Hi0B6zYtC3+MzObmlKG0p0PaN4l2qcXE5XylJq2N7Vz2dFlGnAj7QZ3xo4kogcu0S9Ujl8ujMOm0OVIeh774FY/vAHPBxaEh0gZZf8PIroMazocn0WOip1WKW1T87Iv+s9z3FVKVzMPkQu5yT+tKVE7HehK3j5XE2NhJc25JRuvUKZ5Kwy9GqIzC5B0efxu2gFvRAaLn9yxijBhpg6xFF8oiWqthL1gqhD/WDv7jGbifjiO6R7t3tiP/pTC5ix5/5FqTRn/xaPYc/YXydBhL525wlEtt5txSUmu42hdagbuJpTSf3P2T0KifAAAA//9HMqSWAAAABklEQVQDABxSgB4CGdy/AAAAAElFTkSuQmCC) 并非真实观测值，其包含的预测偏误会在迭代过程中不断累积并放大，导致预测曲线在远端往往会收敛至训练集的均值或出现不真实的波动 9。

### 直接预测（Direct Strategy）的并行架构

直接预测策略采取了完全不同的路径，它不依赖于之前的预测值，而是为预测视野中的每一个步骤 ![](data:image/png;base64,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) 分别训练一个独立的模型 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAfCAYAAADjuz3zAAACP0lEQVR4AeyVuUseQRjGhxwQcpCTJOQkJBCSQAgJQUQL8egUESwsrARt/AMsFEXQQtHGykJEULAS0dZC8Go8QUUFUVHwxPsovH/Ph7v4rfO53xZ2yvObd/ed2WfHd2fmu2Nu6O/W2C3sbSkCl+IuT7yGBxCVoqnxH5wGoQEWIA185WesWTbhMg7z8AoywVd+xok4/IJOeAOn0AK+8jNOxuEYJiEDVOt2oq+uM37C099hBeYgkK4zforTF5iFbQgkm3E1DmegFfCeGA87oFwOMSrZjEt48h0UglRGo/u3xEa4rPvcqO6EcNmM9xiyBDIimD4a3avWR1xLFTSHMALP4Ypsxhr0iOYnbIDtwxWQrwUZrxOvKJLxY0bqwy0T18ArzTKWZBeo9oRwRTL+wDCVYoK4BV6p7xnJAbAqkvFnRj+EIdAGIYTpL3fqzyXWQzeUwz0IKZLxv1CvMaMX0RtiSOxDFWgJVhKz4CWEZDPWW7Xjdhmhg4cQJqe+NWSnQdJyXOTiAEKyGat2P+idApux6qtTTyuCIUYTSeFiGDQZgjE2Y+22j/SOge3Dqb5a6zqYGGI+0fwHHU7fiC/ANdYsSknEwVfQAdRKtC0l1ffyatFsVxmr75FN1H/gGmvbFpPMgwToh17wSuv7N8kOcFbLDNfa2to0Kode4hrTZzZpeiAJ9CLbjlIJ9NNUxxhHeokOKk2szUk6NS4i0QzpoFmrXlxapQ904unRC4Wbdoy1dfPJpoKtBKSDyTEO9lQUo88BAAD//8CJcUgAAAAGSURBVAMA8O9jP2oM/w0AAAAASUVORK5CYII=) 6。每个模型 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAfCAYAAADjuz3zAAACP0lEQVR4AeyVuUseQRjGhxwQcpCTJOQkJBCSQAgJQUQL8egUESwsrARt/AMsFEXQQtHGykJEULAS0dZC8Go8QUUFUVHwxPsovH/Ph7v4rfO53xZ2yvObd/ed2WfHd2fmu2Nu6O/W2C3sbSkCl+IuT7yGBxCVoqnxH5wGoQEWIA185WesWTbhMg7z8AoywVd+xok4/IJOeAOn0AK+8jNOxuEYJiEDVOt2oq+uM37C099hBeYgkK4zforTF5iFbQgkm3E1DmegFfCeGA87oFwOMSrZjEt48h0UglRGo/u3xEa4rPvcqO6EcNmM9xiyBDIimD4a3avWR1xLFTSHMALP4Ypsxhr0iOYnbIDtwxWQrwUZrxOvKJLxY0bqwy0T18ArzTKWZBeo9oRwRTL+wDCVYoK4BV6p7xnJAbAqkvFnRj+EIdAGIYTpL3fqzyXWQzeUwz0IKZLxv1CvMaMX0RtiSOxDFWgJVhKz4CWEZDPWW7Xjdhmhg4cQJqe+NWSnQdJyXOTiAEKyGat2P+idApux6qtTTyuCIUYTSeFiGDQZgjE2Y+22j/SOge3Dqb5a6zqYGGI+0fwHHU7fiC/ANdYsSknEwVfQAdRKtC0l1ffyatFsVxmr75FN1H/gGmvbFpPMgwToh17wSuv7N8kOcFbLDNfa2to0Kode4hrTZzZpeiAJ9CLbjlIJ9NNUxxhHeokOKk2szUk6NS4i0QzpoFmrXlxapQ904unRC4Wbdoy1dfPJpoKtBKSDyTEO9lQUo88BAAD//8CJcUgAAAAGSURBVAMA8O9jP2oM/w0AAAAASUVORK5CYII=) 的目标函数定义为 ![](data:image/png;base64,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)，这意味着在特征工程阶段，所有的输入特征必须仅基于截止到 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAfCAYAAADa3IyoAAABEklEQVR4AeyRvWoCQRSFJyFFugTsEpIQSCBNSFJEUHwCfQF9BBtbK99BsLDTF7CzEGy0FmwsFFsRFAux8BcU/c4sI7IKthYu99tzz90zO+zsrTlzXQPeAZ06h28efYAtf+CdaQUyYMsf+GL6DG2w5Q9EmG6hCbYOA/dMfqEHHbClQIpOqxZoFN6gDysIKVCgeYIEKJhF5V/QhgJTmgFo5Q1aBfkRulEANXfc/mEIXdiXCwSY/IEeaiWtVy7wiX2FFmhLxCsXCGK1TR1VqY/TBBSQCWPG4L7/hz4GcwXWNDPQqyfoA6QhBwsFUFPi9gh5qEERGmBcoIzRT0qi2k5/lNbsAzLaQge0lHG4Nzh/pJcQ2AEAAP//Ywa8kgAAAAZJREFUAwAD1S4/kvQXSgAAAABJRU5ErkJggg==) 时刻的已知信息 11。

直接法的最大优势在于它从根源上消除了递归法中的误差传播问题，因为每个预测步都是基于原始历史数据直接产生的 8。然而，该策略的成本在于极高的计算开销，尤其是当预测视野 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAfCAYAAADjuz3zAAABqklEQVR4AeyUTysFYRTGBwsiCRsLRXaskEQ2FkpigSxsLXwUH4LyZ6MUwoIiCysWivJfyoYlUiIs8Htu971m3nvGwiWpuT2/971zzpln5p45c/ODX/okxpnGJq34m1YMcdlZmDDoISYNs1h5xTrIBdbDOyexBCUwCn2wB2uwC9Ixywa4mm6+b4NqdL5pfEjBAtyCtM4yDstwA5JqFvUlzQr7DGRqrDsmH5SyNIG0yfIOvioJNIK0pSVMnHE1RQ3wBGdgqYZgLdzBKUQUZ1xPVQWcwCVYaiFYDKq5Zo8ozrgzXXXEfg++8gi0gbTP8gARWcbh/vZTPQcaozBTxDQtbEFWfwM+lrHr7yv5MZgHjVaYC2LlYPaXuDlurr8HFEyCRs9Ho1hAzuwvcdM45/5axvp57UrAV/PbSl4y+6uE3+MqgnXw7fnl3JR842aiOc0v56cUNi4jMgjSFcsL+FKNGzNNxrNf4I5lrJ7KRC+CMx6g4BFWoQi64A1U44xHONZITrPrhWH7lIx3OCwEJX16ieuu9CBV6+d1rAtk/UmpmHN/Xolxpqf/rxUfAAAA//+4/HH/AAAABklEQVQDAIQeYD8ReoLiAAAAAElFTkSuQmCC) 较大时，需要训练和存储海量的模型文件 6。此外，由于各预测步的模型互不通信，直接法往往忽略了未来值之间的时序相关性（Conditional Dependence），导致生成的预测序列在平滑度和逻辑一致性上表现欠佳 8。

### 混合策略与联合优化：DirRec 与 Multi-output

为了平衡递归法的效率与直接法的稳健性，DirRec（Direct-Recursive）策略通过“链式增强”的方式整合了二者的优点 7。在 DirRec 架构中，为每一步训练独立模型（类似直接法），但在训练第 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAfCAYAAAA89UfsAAABgElEQVR4AeyTzSpFYRSGPzJQCjHQ8Rsy8TtQKCMDRVwARZmZuQW3IEN3YGZgYiIjhWKADJR/cgpRRAjP+7XX7nPOnjA5dTq799nr+3v3XmudfYrdP66CKWpabhrRw9sP4QLeYRYSFaZ3zYl5SMMn7EKiQtMdJ9bgDU4jCNkKTdqt59YOR/AIico0tXGqCjZBKRKylWnq54gObxOLoBoq4ZdCUxk7Mt0Qu+AE9kCNWSVWgFdoqmGlAxpgADqhESZhDCbAKzS1sCLjOnEOXkD60A3iNENTHxuqY5H4BKbaaHAVRWemUhYG4RYOwKSHKNUHFuIf20zqkurRZ6TCOeOltwwx2oEz8DJTM7M62AKrhaHr5dYE6t4rcRxSZlI9JSzIRPDSXJ3Tl7HBipo0Q/ySSXnricr7mEWT6kwxUY3nxGHQQ9MylTNphX24BNMzgxXohmUYhSXw3VN7R5gIHWQYa4GRapomToHOehNjp7z1l3AJl/buWf8GL6XnB3+55aPpBwAA///oereGAAAABklEQVQDADT1RD9YVxKfAAAAAElFTkSuQmCC) 个模型时，输入特征不仅包含历史数据，还包含前 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADgAAAAfCAYAAACyLw6QAAACa0lEQVR4AeyWOWgUURyHR1ERFUHFEy8sPMBCxKPQylYEQS0sRETs7awVGxVEEMFCCxvtBBELsRAvUPBARVEEEUOakIvchITk+5YZ8jJJdkk2JG/CLL/v/d/beTv7/8075s1P5vinNFj0AS5HsBzByJ9AOUUjH6Ca6YUjuIreL+A/NME/WA9F0HKS3ARjFBrs4+oteASr4Qe0QcxaTHKn4TtchTEKDXZz9Rm0gnpNoWlCdLpJRl1gzveJm2FchQbtsIBiPwzAO4hVV0hsGyyCyzCh8gbX0nMfuA7/EGNVO4m5TwwSqypvcBe9He4vxBZYCJp2rlMtnvIGD2BhHnyGO+BO+onYAfdgKRRKoUFH6VCa/UXiY9iYcoN4Ho5BoRQa3EDme6EfTsBzGALlCBq3WBSJ0OAOEl8HD+EtZHLK7kwb39JYLdjfQ4OHhMmyrNqNp3ItNHg4vcF7YjZyVBOTdW02Jknyyy9q4Dq9S58PU+Acv5lWZQZ9cq6/Hu7+EULtoeHu+obYALXkC/gUndyNJ8ttfjetygyu4a5O0Z/Ev5DJ6XachvEJ0QOAyWuYZvzKDO4mVdffV2J4/txKW4NOzZfUfSe6m8Z6hCPF0coMHky/1kRarYSVlCvA92Iz8Sy4tnw/Up11+WpzYExkCYVLjTAiDbopaNCjT379/abrKzgCT2E7XIdwE6I547rEP5pDL9F3NiE5SdEJfv+AWJEGPZE7DV2DGqpcSAs3jKPUncJniBfA/oRZ1TX+3X1hIpxpdEkSDVrRiAdY63l8Ip5LxXr+etTtzGDUSdaTXGmwnqcXw2/LEYxhFOrJYRgAAP//GrfHZAAAAAZJREFUAwAd7Gk/trAwOwAAAABJRU5ErkJggg==) 个步骤的预测值 6。这种方法通过 RegressorChain 实现，能够允许后续模型对前序模型的预测偏差进行“修正” 19。

多输出策略（Multi-output Strategy）则试图在单一优化框架内同时解决 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAfCAYAAADjuz3zAAABqklEQVR4AeyUTysFYRTGBwsiCRsLRXaskEQ2FkpigSxsLXwUH4LyZ6MUwoIiCysWivJfyoYlUiIs8Htu971m3nvGwiWpuT2/971zzpln5p45c/ODX/okxpnGJq34m1YMcdlZmDDoISYNs1h5xTrIBdbDOyexBCUwCn2wB2uwC9Ixywa4mm6+b4NqdL5pfEjBAtyCtM4yDstwA5JqFvUlzQr7DGRqrDsmH5SyNIG0yfIOvioJNIK0pSVMnHE1RQ3wBGdgqYZgLdzBKUQUZ1xPVQWcwCVYaiFYDKq5Zo8ozrgzXXXEfg++8gi0gbTP8gARWcbh/vZTPQcaozBTxDQtbEFWfwM+lrHr7yv5MZgHjVaYC2LlYPaXuDlurr8HFEyCRs9Ho1hAzuwvcdM45/5axvp57UrAV/PbSl4y+6uE3+MqgnXw7fnl3JR842aiOc0v56cUNi4jMgjSFcsL+FKNGzNNxrNf4I5lrJ7KRC+CMx6g4BFWoQi64A1U44xHONZITrPrhWH7lIx3OCwEJX16ieuu9CBV6+d1rAtk/UmpmHN/Xolxpqf/rxUfAAAA//+4/HH/AAAABklEQVQDAIQeYD8ReoLiAAAAAElFTkSuQmCC) 个目标的预测问题 21。虽然 LightGBM 原生并不支持多目标回归，但通过 MultiOutputRegressor 包装器，可以实现多目标损耗函数的并行拟合 18。

| **策略维度** | **递归预测 (Recursive)** | **直接预测 (Direct)** | **直接递归预测 (DirRec)** | **多输出预测 (Multi-output)** |
| --- | --- | --- | --- | --- |
| **模型数量** | 1 |  |  | (封装后) |
| **训练复杂度** | 低 | 高 | 极高 | 中 |
| **误差累积** | 严重 | 无 | 中度 | 无 |
| **时序依赖捕捉** | 隐含在迭代中 | 弱 | 强 (链式) | 强 (联合) |
| **应用场景** | 短期/计算资源受限 | 长期/准确性要求高 | 复杂相依性序列 | 静态特征/多目标预测 |
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## LightGBM 核心算法及其在时序任务中的优势

LightGBM 之所以能在大规模时间序列任务中击败传统的统计模型及部分神经网络，归功于其底层设计的几大创新，这些设计直接针对了时序特征工程中常见的高维稀疏数据及计算瓶颈 5。

### 基于直方图的决策树优化
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### 深度优先的 Leaf-wise 生长策略

与 XGBoost 等框架采用的 Level-wise（层优先）生长策略不同，LightGBM 采用 Leaf-wise（叶子优先）生长策略 9。该算法每次分裂具有最大增益（Gradient Gain）的节点，从而能够以更浅的树深度达到更高的预测精度 25。对于时序预测而言，这种策略能更敏锐地捕捉到那些细微但关键的周期性波动，但也伴随着更高的过拟合风险 25。因此，在配置 num\_leaves 和 min\_data\_in\_leaf 时需格外谨慎，以防止模型陷入局部噪声的拟合中 27。

### GOSS 与 EFB：应对特征爆炸的利器

在进行多步预测时，研究者通常会构造复杂的特征集，包括不同频率的滞后特征（Lag Features）和滚动窗口统计量（Rolling Statistics） 3。这导致特征空间维度激增。

* **GOSS（单边梯度采样）**：通过保留梯度较大的样本并对梯度较小的样本进行随机采样，GOSS 在保证模型精度的同时，减少了计算分裂收益所需的数据量 5。
* **EFB（互斥特征捆绑）**：时序特征中常存在大量互斥特征（如独热编码后的类别特征）。EFB 将这些特征捆绑在一起，有效降低了特征维度，进一步优化了训练效率 9。

## 时间序列特征工程的工程实践与深度洞察

在 LightGBM 的语境下，时间序列预测本质上被转化为监督学习任务。特征工程的质量直接决定了模型能否从历史数据中提取有效的时序模式 10。

### 滞后特征（Lag Features）的构造逻辑
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### 动态窗口与滚动统计量

单一的时间点数据往往包含较多随机噪声，通过构造滚动窗口统计量（如滚动均值、滚动标准差、滚动最大/最小值），可以赋予模型识别局部趋势和波动率变化的能力 3。 例如，rolling\_mean\_7 可以反映过去一周的基准需求，而 rolling\_std\_30 则能刻画过去一个月的市场稳定性 10。这些特征在递归预测中需要随每一步的预测值动态重新计算，而在直接预测中则是基于 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAfCAYAAADa3IyoAAABEklEQVR4AeyRvWoCQRSFJyFFugTsEpIQSCBNSFJEUHwCfQF9BBtbK99BsLDTF7CzEGy0FmwsFFsRFAux8BcU/c4sI7IKthYu99tzz90zO+zsrTlzXQPeAZ06h28efYAtf+CdaQUyYMsf+GL6DG2w5Q9EmG6hCbYOA/dMfqEHHbClQIpOqxZoFN6gDysIKVCgeYIEKJhF5V/QhgJTmgFo5Q1aBfkRulEANXfc/mEIXdiXCwSY/IEeaiWtVy7wiX2FFmhLxCsXCGK1TR1VqY/TBBSQCWPG4L7/hz4GcwXWNDPQqyfoA6QhBwsFUFPi9gh5qEERGmBcoIzRT0qi2k5/lNbsAzLaQge0lHG4Nzh/pJcQ2AEAAP//Ywa8kgAAAAZJREFUAwAD1S4/kvQXSgAAAABJRU5ErkJggg==) 时刻之前的固定窗口计算 3。

### 外生变量（Exogenous Variables）的集成与挑战

LightGBM 处理多源异构数据的能力使其在集成外生变量（如节假日、气象指标、经济指数）时表现优异 2。

* **静态特征**：如店铺 ID、地理位置，可通过 LightGBM 原生的 categorical\_feature 参数进行优化处理 35。
* **未来已知外生变量**：如未来的节假日标识或已排定的促销活动。这些变量在多步预测中极为珍贵，因为它们是“未来确定性”的来源 17。 在递归预测中，如果缺少未来的气象预测值，通常需要使用历史同期的平均值或采用专门的补偿机制进行填充，以维持预测链条的完整性 38。

| **特征类别** | **描述与公式** | **在多步预测中的作用** |
| --- | --- | --- |
| **自回归滞后** |  | 捕捉短期动量与季节性周期 |
| **滚动均值** |  | 平滑噪声，识别局部趋势 |
| **时间特征** | 月份、周几、小时 | 编码确定性的周期性波动 |
| **节假日指示器** | 二进制开关 (0/1) | 处理由特殊事件引起的非规律性脉冲 |
| **交互特征** | 滞后值  趋势因子 | 捕捉变量间的协同效应 |
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## 四大预测方法的完美实现与架构优化方案

针对开发者在 DirRec 和 Multi-output 方法实现中遇到的技术瓶颈，本节提供了基于 LightGBM 与 Scikit-learn 的标准工业化实现逻辑。

### 递归法（Recursive）的规范化实现

递归法的核心在于预测循环与特征更新的同步。在每一轮循环中，模型必须重构输入特征行，确保最新的预测值被放置在“滞后 1”的位置。

Python

# 递归预测核心逻辑伪代码  
def recursive\_forecast(model, last\_window, horizon):  
 forecasts =  
 current\_window = last\_window.copy()  
 for h in range(horizon):  
 # 1. 提取当前特征集 (包含动态生成的滞后项)  
 features = extract\_features(current\_window)  
 # 2. 预测下一步  
 pred = model.predict(features)  
 forecasts.append(pred)  
 # 3. 核心步骤：更新滑动窗口，将预测值注入  
 current\_window = update\_window(current\_window, pred)  
 # 4. 重新计算依赖于新预测值的滚动特征  
 current\_window = recalculate\_rolling\_stats(current\_window)  
 return forecasts
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### 直接法（Direct）的并行化实现

直接法要求特征集在所有步骤中保持一致，但目标变量随步骤平移。这种方法易于并行化，利用 n\_jobs 参数可加速训练 6。

Python

# 直接预测封装逻辑  
from sklearn.multioutput import MultiOutputRegressor  
# 虽然名为 MultiOutput，但内部机制是为每个 Target 拟合独立模型  
direct\_model = MultiOutputRegressor(lgb.LGBMRegressor(\*\*params), n\_jobs=-1)  
direct\_model.fit(X\_train, Y\_train\_multi\_step) # Y 为 (n\_samples, horizon)

18

### DirRec（链式递归）的修复与优化方案

DirRec 方法常出错的原因在于特征维度的动态增长。使用 RegressorChain 是解决此问题的标准方式，它自动管理特征链条的传递 8。

**完善要点**：

1. **目标排序**：目标矩阵 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAfCAYAAADnTu3OAAABmUlEQVR4AeyTzSuEURTGXx8bQuEvkJIsUGJnRUnY2NgoFmyVlb9AFrKXnWQjoSQ7siGfGyULlIVS8h1ZEL9nmlvjOuO9MruZ6fndczpz7jNzz33f/CjDn5zh/weapTOsZnLTMGMwQs1XA4UVSO3X/npqkWZ4Q7IGR9ANw9AB27AJvq4o7MEQ9ME9rMI5JAyfSFTQryySSyUsu3AMvm4pvMMGVMEY6A+9EBOGio4FEjVXENvAVx6FAWiHfriDb9KRUwv6R4fJgo5flMxd6CUZBY3lmvhDvuEjHcsgtbLUgVMLyQTI7JJoyjdUk+bxQFIMPSA1smjGg0RdCMGWZXhGq26YEHWxyGyWOA6uTmrLMnyjdQ6kJpYtmIcliJVlqE06loauW52kMAWfEKt0huXsLINXWIcPCFI6w1p261JOiBcQLMtQx9SDK5MdFr1ahDBZhpVs1TNHiPT6KQbjGxawU2Y1xGc4hT/JGeoS9tmp91gPdiF5KRyAbreTGCRnqDk1s0Pzs9BN83W8nGF8Z2BHzjBwUL+0ZXyGXwAAAP//sjYWcAAAAAZJREFUAwARu0c/npK+mgAAAABJRU5ErkJggg==) 的列顺序必须严格按照时间 ![](data:image/png;base64,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) 排列 19。
2. **特征一致性**：训练时的输入特征 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAfCAYAAADjuz3zAAAB2ElEQVR4AeyUvStFYRzHH0LKQBY7CYPBZJBBDCySvCxi8JJJERn8BRYbg5eyMSgbeYlkk2RRXkopREIGKUo+33M9t+Pcc59jIKl7+35+v9/z9rvn/J7zPOnml36pxPHCpkrxN6Wo5m+XYDrAJO0SkMoxc+Cfo3YffZ7CNu+ckUW4gG7ohTLYgkuQHjCiB98B77ABa+ApLPEVI3riCbwm48wzZgXkceYacwe7UAj9YB+G0JiwxN4A5gXmQarEFIFVM0ErdMINJMiVWJO3MceQBy0g1WEGQW2VizBRUYlvWWLL0U7cCFMwBEmTMuYshcbFAuYVSkE7r83aI3Yq6om1+BCjkuDMDuYAIvWdxFlkyQCpFqMnx7kVlTiX5TNwBCfg30SayeVKnMmycbiHYVgHSZtYoMBFssRKOva5cAD/BnYTdawraDsVljiNFfpOq/CjoKQ4YzdR413GGFt3wkSlB7q0qI2+GtArP+Gt/Cexnk7nJtrEevViJuvj15nXXfFI2y/96Rkduny0iTrO2bRDpcQNjOgAnOJ1meDMLEblwHnSJ7dMtA/5II1g9Bab+Bz4IiVepUdPE0S3G0Oe9MdNRME5auvusLceU2JS4lj0wzaVOF7Q/1eKDwAAAP//9AAqwgAAAAZJREFUAwCpeVE/yOcvFgAAAABJRU5ErkJggg==) 仅包含 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAfCAYAAADa3IyoAAABEklEQVR4AeyRvWoCQRSFJyFFugTsEpIQSCBNSFJEUHwCfQF9BBtbK99BsLDTF7CzEGy0FmwsFFsRFAux8BcU/c4sI7IKthYu99tzz90zO+zsrTlzXQPeAZ06h28efYAtf+CdaQUyYMsf+GL6DG2w5Q9EmG6hCbYOA/dMfqEHHbClQIpOqxZoFN6gDysIKVCgeYIEKJhF5V/QhgJTmgFo5Q1aBfkRulEANXfc/mEIXdiXCwSY/IEeaiWtVy7wiX2FFmhLxCsXCGK1TR1VqY/TBBSQCWPG4L7/hz4GcwXWNDPQqyfoA6QhBwsFUFPi9gh5qEERGmBcoIzRT0qi2k5/lNbsAzLaQge0lHG4Nzh/pJcQ2AEAAP//Ywa8kgAAAAZJREFUAwAD1S4/kvQXSgAAAABJRU5ErkJggg==) 之前的信息，链式模型会自动在推理阶段将 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAAcCAYAAAD815boAAAC3ElEQVR4AeyWWaiNURiGNyFjxiIzKYmEcqWMKaQoc+GCXIgS7hQ3FBJluFAuRCllSJErcyGEUjImIUMZckEK8TznnE9r7/69RXug9ul99vet9f/n/9+91rfW2s1z/8Ff3WS5Jqk+kvWRLNcIlOs5pWqyNy85BIOgpipmUoPHcTYGTsMQqJmyTPbDzSk4Co7iJuIxGAE1UZbJ/jjZCNvgGxyE5WA/ofrKMnkRG47cD2LIvhPRqHYsNNkeA53gn1KYbImrzfAA3sAeaAGhjiQuoK3EqitMLuXNnWEguGBmEntAaDTJFGgDVZcmu/HWGeAoOdWjyD/CFwhNIGkGF6Dq0qR16J74nLePhMFwHt6Bas2H28974j2ohLrw0MXguwj50uRTuvbBd5gHxsPEWN09yR3dJ8TXEBpPche6QzE5M9Z7seuW2RUuvoAlkK4Dmo3SZGOWy2nGaX1Ix30IWacauUrHBwhNJvELWhqkmVpAr+VEyJSD4al2JPNqU2dqcgB9vUAzb4khjVuP16KD6LRYAjfI09qlmSe/eF5HQeMT7Zgx0mylJl3dDvej5NYwYz3eor8t7IRL4Gq3PByF35nh9r9XavIlj/kMfcCRkxXk0yDq0euraK8Dp9opn0Pu/xIqo9SkI7WB13hOnyTehLWgLIG0Hi0B6zYtC3+MzObmlKG0p0PaN4l2qcXE5XylJq2N7Vz2dFlGnAj7QZ3xo4kogcu0S9Ujl8ujMOm0OVIeh774FY/vAHPBxaEh0gZZf8PIroMazocn0WOip1WKW1T87Iv+s9z3FVKVzMPkQu5yT+tKVE7HehK3j5XE2NhJc25JRuvUKZ5Kwy9GqIzC5B0efxu2gFvRAaLn9yxijBhpg6xFF8oiWqthL1gqhD/WDv7jGbifjiO6R7t3tiP/pTC5ix5/5FqTRn/xaPYc/YXydBhL525wlEtt5txSUmu42hdagbuJpTSf3P2T0KifAAAA//9HMqSWAAAABklEQVQDABxSgB4CGdy/AAAAAElFTkSuQmCC) 拼接到 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAfCAYAAADjuz3zAAAB2ElEQVR4AeyUvStFYRzHH0LKQBY7CYPBZJBBDCySvCxi8JJJERn8BRYbg5eyMSgbeYlkk2RRXkopREIGKUo+33M9t+Pcc59jIKl7+35+v9/z9rvn/J7zPOnml36pxPHCpkrxN6Wo5m+XYDrAJO0SkMoxc+Cfo3YffZ7CNu+ckUW4gG7ohTLYgkuQHjCiB98B77ABa+ApLPEVI3riCbwm48wzZgXkceYacwe7UAj9YB+G0JiwxN4A5gXmQarEFIFVM0ErdMINJMiVWJO3MceQBy0g1WEGQW2VizBRUYlvWWLL0U7cCFMwBEmTMuYshcbFAuYVSkE7r83aI3Yq6om1+BCjkuDMDuYAIvWdxFlkyQCpFqMnx7kVlTiX5TNwBCfg30SayeVKnMmycbiHYVgHSZtYoMBFssRKOva5cAD/BnYTdawraDsVljiNFfpOq/CjoKQ4YzdR413GGFt3wkSlB7q0qI2+GtArP+Gt/Cexnk7nJtrEevViJuvj15nXXfFI2y/96Rkduny0iTrO2bRDpcQNjOgAnOJ1meDMLEblwHnSJ7dMtA/5II1g9Bab+Bz4IiVepUdPE0S3G0Oe9MdNRME5auvusLceU2JS4lj0wzaVOF7Q/1eKDwAAAP//9AAqwgAAAAZJREFUAwCpeVE/yOcvFgAAAABJRU5ErkJggg==) 后作为 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAfCAYAAAAIjIbwAAACJklEQVR4AeyUuUseQRjGN0cRchchdwghhFxNQiBNUuSCQEgIiRaCB3hgY2GnhbdY6j+giIKChYhgY2nh0YgiqHigeCEq3gc2nr9ncD8+P2aPQhtxeX7z7lzP7sy7sxedU7jOTU9+U8/enl5ik+7CFQhUmOW/w6UHamEG/oCvgkz1dvU4DMI03IF48FWQ6Tdmv4U2uAf70AS+CjL9wexdGIZ/oL1tIfrKz/QGM1/CAkxCaPmZ3sLlGUzAOoSWzbSC2QegTD8ifoYNUFsaMVA20yJmPYQ8kMooVL9PrINA2Uy3mDUHMiE4XRSqa293uJceUBRAJWTDTYjIZqrOaxRvYAVik/SetlLQYSgnxkE7PAYjL9Pr9CpJ88RFiFYqldegT22UmAuvIBGMvEz1VC1/iFFrEC1twQsa3CVrJXq4Vkaz43iZPqX3KvSC3ogQUQ53WsUIUVISdXz16anuafrB9DpO/1GMDntUtkG6QJEMs1ADRrY3vUyPTtImUT8Rgqf+0/MVfsEUGNlMb9OjRGh5fqYfGZcEP2EMIrKZ6hQ9YcQAxCaJJiPteQp36aAkKbHF3Bu5psp0CS2f4DnoZ9JM1NEkHJMMq2npA/0aE4j6bpeIRq6pjmIhLZnwBbqhE2zSSfpORxU0QgPo2x0nGrmmqqxSdIAm6CHL3NuUQaOyHksr7UauaT41PfEvUW8b+CNmnKdcU212FqN+g9ey6Qon1zTc6JCjDgEAAP//hwQ1nwAAAAZJREFUAwBJy1o/O7admwAAAABJRU5ErkJggg==) 的输入 20。

Python

from sklearn.multioutput import RegressorChain  
# 修复方案：使用 RegressorChain 并确保 order 逻辑正确  
dirrec\_model = RegressorChain(lgb.LGBMRegressor(\*\*params), order=[0, 1, 2,..., H-1])  
dirrec\_model.fit(X\_train, Y\_train\_multi\_step)
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### 多输出（Multi-output）的联合优化策略

在 LightGBM 中实现多输出，虽然本质上也是拟合多个模型，但其优势在于封装性。修复多输出方法的关键在于正确对齐 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAfCAYAAADnTu3OAAABmUlEQVR4AeyTzSuEURTGXx8bQuEvkJIsUGJnRUnY2NgoFmyVlb9AFrKXnWQjoSQ7siGfGyULlIVS8h1ZEL9nmlvjOuO9MruZ6fndczpz7jNzz33f/CjDn5zh/weapTOsZnLTMGMwQs1XA4UVSO3X/npqkWZ4Q7IGR9ANw9AB27AJvq4o7MEQ9ME9rMI5JAyfSFTQryySSyUsu3AMvm4pvMMGVMEY6A+9EBOGio4FEjVXENvAVx6FAWiHfriDb9KRUwv6R4fJgo5flMxd6CUZBY3lmvhDvuEjHcsgtbLUgVMLyQTI7JJoyjdUk+bxQFIMPSA1smjGg0RdCMGWZXhGq26YEHWxyGyWOA6uTmrLMnyjdQ6kJpYtmIcliJVlqE06loauW52kMAWfEKt0huXsLINXWIcPCFI6w1p261JOiBcQLMtQx9SDK5MdFr1ahDBZhpVs1TNHiPT6KQbjGxawU2Y1xGc4hT/JGeoS9tmp91gPdiF5KRyAbreTGCRnqDk1s0Pzs9BN83W8nGF8Z2BHzjBwUL+0ZXyGXwAAAP//sjYWcAAAAAZJREFUAwARu0c/npK+mgAAAABJRU5ErkJggg==) 矩阵 21。

**完善要点**：

1. **损失函数对齐**：对于多步预测，通常使用全局 RMSE 作为评估指标，确保所有步长的误差都被同等重视 18。
2. **内存管理**：对于极长的预测视野 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAfCAYAAADjuz3zAAABqklEQVR4AeyUTysFYRTGBwsiCRsLRXaskEQ2FkpigSxsLXwUH4LyZ6MUwoIiCysWivJfyoYlUiIs8Htu971m3nvGwiWpuT2/971zzpln5p45c/ODX/okxpnGJq34m1YMcdlZmDDoISYNs1h5xTrIBdbDOyexBCUwCn2wB2uwC9Ixywa4mm6+b4NqdL5pfEjBAtyCtM4yDstwA5JqFvUlzQr7DGRqrDsmH5SyNIG0yfIOvioJNIK0pSVMnHE1RQ3wBGdgqYZgLdzBKUQUZ1xPVQWcwCVYaiFYDKq5Zo8ozrgzXXXEfg++8gi0gbTP8gARWcbh/vZTPQcaozBTxDQtbEFWfwM+lrHr7yv5MZgHjVaYC2LlYPaXuDlurr8HFEyCRs9Ho1hAzuwvcdM45/5axvp57UrAV/PbSl4y+6uE3+MqgnXw7fnl3JR842aiOc0v56cUNi4jMgjSFcsL+FKNGzNNxrNf4I5lrJ7KRC+CMx6g4BFWoQi64A1U44xHONZITrPrhWH7lIx3OCwEJX16ieuu9CBV6+d1rAtk/UmpmHN/Xolxpqf/rxUfAAAA//+4/HH/AAAABklEQVQDAIQeYD8ReoLiAAAAAElFTkSuQmCC)，需在预测后及时清理模型对象或使用批处理推理，防止内存溢出 18。

## 模型评估、验证与性能调优框架

时间序列预测的特殊性在于数据的时间依赖性。传统的交叉验证（K-Fold）会导致严重的“数据泄露”，即利用未来信息预测过去 3。

### 走动验证（Walk-Forward Validation）与回测

理想的验证方案是基于时间的切分（TimeSeriesSplit）或回测（Backtesting） 10。

* **不重拟合回测**：模型训练一次，在测试集上以固定步长滑动预测，用于评估模型在真实生产环境中的长期衰减情况 40。
* **带重拟合回测**：每次滑动后根据新收到的观测值重新训练模型，这能评估模型对最新趋势的捕捉能力，但计算成本极高 34。

### 关键超参数的调优艺术

LightGBM 在多步预测任务中的表现高度依赖于参数微调。针对时序任务的典型配置如下：

| **参数名称** | **建议范围** | **调优逻辑** |
| --- | --- | --- |
| num\_leaves | 15 - 64 | 控制树复杂度；时序数据复杂时可适当增加，但需配合正则化 13 |
| learning\_rate | 0.01 - 0.1 | 较小的学习率配合更多的 n\_estimators 通常能获得更稳健的收敛 13 |
| feature\_fraction | 0.7 - 0.9 | 每次分裂考虑的特征比例，有助于防止某几个强滞后特征过早主导树结构 13 |
| lambda\_l1 / l2 | 0.0 - 10.0 | 增加正则化项以应对多步预测中特征高度共线性的问题 29 |
| min\_data\_in\_leaf | 20 - 500 | 防止叶子节点过小导致的局部噪声拟合 27 |
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## 全球模型与多序列预测：规模化的新范式

在处理诸如零售链中数千种商品的销量预测时，为每个序列建立独立模型已变得不切实际。目前的最佳实践是构建“全球模型”（Global Models） 12。

### 跨序列信息共享

全球模型将所有的单变量序列拼接成一个巨大的数据集。通过引入序列 ID 作为分类特征，LightGBM 可以学习到跨序列的共同模式 12。例如，在节假日期间，所有商品的销量可能都会激增，全球模型能从全局数据中学习到这种一致性的脉冲响应，即使某个特定商品的短历史数据不足以推断出这一规律 12。

### 独立多序列递归预测

利用 ForecasterRecursiveMultiSeries（如 skforecast 或 mlforecast 中的实现），研究者可以轻松管理数千个序列的递归流程 34。这种架构不仅提升了模型的稳健性，还极大地简化了维护流程，因为仅需监控一个全局模型的性能指标 34。

## 结论与专家建议

综上所述，基于 LightGBM 的多步时间序列预测并非单一的方法选择，而是根据业务场景、数据规模及预测视野深度进行的多维权衡。

1. **对于短中期预测**：建议优先采用递归预测方法，通过精细的特征工程和严格的正则化来控制误差传播，其优势在于能够充分利用最新的预测反馈 9。
2. **对于长期准确性要求极高的场景**：直接预测策略虽然计算成本高，但其对误差累积的免疫力使其成为更安全的选择 6。
3. **解决 DirRec 与 Multi-output 的技术难题**：应标准化使用 RegressorChain 和 MultiOutputRegressor 封装器，并确保目标矩阵 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAfCAYAAADnTu3OAAABmUlEQVR4AeyTzSuEURTGXx8bQuEvkJIsUGJnRUnY2NgoFmyVlb9AFrKXnWQjoSQ7siGfGyULlIVS8h1ZEL9nmlvjOuO9MruZ6fndczpz7jNzz33f/CjDn5zh/weapTOsZnLTMGMwQs1XA4UVSO3X/npqkWZ4Q7IGR9ANw9AB27AJvq4o7MEQ9ME9rMI5JAyfSFTQryySSyUsu3AMvm4pvMMGVMEY6A+9EBOGio4FEjVXENvAVx6FAWiHfriDb9KRUwv6R4fJgo5flMxd6CUZBY3lmvhDvuEjHcsgtbLUgVMLyQTI7JJoyjdUk+bxQFIMPSA1smjGg0RdCMGWZXhGq26YEHWxyGyWOA6uTmrLMnyjdQ6kJpYtmIcliJVlqE06loauW52kMAWfEKt0huXsLINXWIcPCFI6w1p261JOiBcQLMtQx9SDK5MdFr1ahDBZhpVs1TNHiPT6KQbjGxawU2Y1xGc4hT/JGeoS9tmp91gPdiF5KRyAbreTGCRnqDk1s0Pzs9BN83W8nGF8Z2BHzjBwUL+0ZXyGXwAAAP//sjYWcAAAAAZJREFUAwARu0c/npK+mgAAAABJRU5ErkJggg==) 的时序对齐逻辑严密无偏 8。
4. **特征驱动核心**：无论选择何种预测方法，构造高质量的滞后特征、动态滚动统计量以及集成确定性的外生变量始终是提升预测精度的关键所在 10。

未来，随着 Text-Guided 等跨模态预测技术的成熟 42，将非结构化文本信息与 LightGBM 的高效决策机制相结合，有望在剧烈波动的市场环境下进一步推高时间序列预测的准确率上限。
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